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ABSTRACT

In Indonesia, especially in the province of South Sumatra, forest and land fires have become
an annual “traditton” but with different levels of pollution each year, The data ocbtanedis a
timeseries for four years: The collected data will be applied to the XGBoost algortthm for aty
quality prediction. The existing data 15 divided ints training data and test data through data
composttion trials and then the.existing data 15 dimded into three sets of data diviston, namely
the diviston of tramning data by 70%, testing data by 30%, tramning data by 80%, testing databy
20% and tramming data by 20% testing dafa by 10%, The accuracy result for the propertion of
70-30 data 15 98% the recall value 15 94%4, the F-1 Score value iz 95% and the average ATC
value 15 092, The accuracy result for the proportion of 80020 data 1z 98%, the recall value 15
859%, the F-1 Score walue 15 99% and the average AUC value is 0.%]. The accuracy result for
the 30-10 data propertion is 3594, the recall valus 15 99%4, the F-1 8cors value 15 99% and the
average AUC walue 12 091, The pedformance results in sach data propertion demot ocour
overtitting and produce goodhiting Feature Importance tn this dataget 13 the PN parameter
which gets the highest value among other ISFU parameters: '

Eeywords: Prediction, & Qualty, 4ir Pollutant Standard Index Extreme Gradient Boosting

INTRODUCTION

At the time of Outober 11, 2023 based on data from the IOQ81r website sgesssed at 10 00 PI
that Palembang City, South Sumatra Province, occupdes the first position of the 10 cities in
Indonesta with the worst awr pollutton lewels wth an AQT walue ofF TS or average unit 259 based
on [SPU parameters (K. Hazan, 2024) Based on the South Sumatra Health Office, on October
1, 2023, the ISPT walue was 345 with the PM2 parameter, 5 which means that the air quality
15 dangerous [2] This happensd because of the haze of forest and land burning that eccurred in
the South Sumatra area, especially 1o the Ogan Eomermg Iir (OKD Fegency area which has
recorded 116 Ha of burned land, this figure 15 the highest number i South SumatrafHerda
Zabrivah et al., 2023) Palembang City became the city with the worst air quality with the first
rank of eight other cities i Indonesia The main pollutant that cavses adecrease i awr quality
1z PM2 5 particulates, where the amount of this pollutant should net exceed a valus of 10

microns when the particulates are in the ar(Eushandar, W, 20200



Extreme Gradient Beosting 15 a developmental algorithm: of gradient tree boosting based on
ensemble algorithm, which can effectively handle latge-scale machine learning cases(Herm
Yulianti et al., nd, 2022) The ¥ G3Boost method was chosen because it has several additional
fratures that are useful for speeding up the calculation system and preventing overfitting
HGEwost can solve warious instances of classification, regression, and ranking. XGEoostis a

tree collection caleulatton conststing of an assortment of previous trees (CART)(Shafila, G4,

2020),

The apphication of the algorithm was also carned out i a study entitled ™ Aar quality predicton
by machine learning models: A predictive study on the Indian coastal city of Visakhapatnam™
by Gokulan Eawindiran et al In this study the researchers compared boosting algorithms
including Light GBM, CatBosst, AdaBoost and 2GBoost and Random Forest on air quality
data 1n Wisakhapatnam City: This study shows the results that the CatBoost model gets better
results than other algerithms with @ cormelation coefficient B2 walue of 09998, for Mean
Absolute Error (BMAE) with a value of D 60, for Mean Square Error value of 0.58 and Eoot
Mean Sguare Error (EMEE) value of 0 76(Ravidiran, &, et al, 202%)

Research conducted by Ishan Ayus, etal entitled“Comparisen of Machine Learmning and Deep
Learning Techniques for The Prechction of Aur Pollutton: & Case Study From China” The
research explains that the 3O oost machine leaming model is the miost efficient deep learning
model compared too other maching leaming, namely Eecurrent Meural Metwore (ERI),
Bidirectional Gated Eecurrent Umt (Bi-GEU), Bidwectional Leng Short Term Memory
(BiL3Th), Convolutional Meural Network BaLETM ifCNN—BiL-STM} and Convolutional
BiLETH (ConvlD-BiLETHD at 10 air quality monitoring stations th Chinatiwyus I, ef al,
20237,

I 2020 the Mimstry of Environment and Forestry passed the Mimster of Enwvirenment and
Forestry Regulabion number 14 of 2020 concerning the & Pollutant Standard Index as a
replacement for the MNimster of Enwironment Decree INo45 of 1897 concermng Caloulation
atid Beporting and Infarmation on the Air Pollutant Standard Index Tn Permen LHE Mumber
14 of 2020 Article 2 Paragraph 2 states that the ISFU parameters iclude PM10 particulates,
EMI2.5 particulates, carbon monoxide (CO), nitrogen diomide (ND2), sulfur diszide (3023,
ozone (O3 and hydrocarbons (HO) (Eusnandar, Wi, 20200



METHODS

This research 15 a type of descriptive research that describes facts and ihformation
systematically bazed on historical data (Svafrida, Hafni, Sahir 2022) by applying the eXtreme

Gradient Boosting algenthm The research stages camied outare as folldws.

......

Figure 1 Research Flowchartof X GBRoost Application on ISP Palembang City
Data Collection

The dataset used in this study is air quality data inPalembang City with a time span of the last
5 years starting from 2019 to 2024, Thus data 15 secondary data obtained fom the Mmstry of
Envirarnrmernt and Forestry. This data contains the value and categery of the Air Pollutant
Standard Index which consiets of frme, PI10, PRI2 S S0O2, OO OF, BMO2 HT, Crbeal
Component. and Category. Import Data is the mtial stage of mmperting datasets into data

processing software. Forexample, Google Colab or Tupyter Notebool:
Data Pre-Processing.
Inthe preprocessing stage, the data goes through the following stages:

1. Data Cleamng: Filling in migsing data, remoeving unuged table columns and remnoving

unexplained outliers.

2 Data Transformation: Correcting the data type 1in each column and converting categorical

data to binary data

5. Labeling stning data intoanteger, This process changes the column that has string data type
into integer data type, because artifictal intelligence can only read the contents of integer

type data consisting of numbers 07 and " 17



splitting Data

The dataset will be dinded into two sets of testing data and tramning datawath three proportions,
the first proportion with 70% training data and 30% testing data, the second proportion with
BO0% tramung data and 20% testing data, and the third propertion with 90% training data and

10%0 testing data, This 15 intended as a comparison between data proporticns,
Implementation Model of Extreme Gradient Boosting

Maodel training 15 the third stage to enter the method as a prediction pattern from the dataset
used: In this study using the WGEBoost Classifier method. XGBoost 15 one of the advanced
Gradient Tree Boosting-based methods that can work efficiently in handling large-zcale
problems with very hmited computing resources(Chen T, et al, 20168), HGBeost 15 basically
a Deciston Tree algorithm which iz known ag Classificattion and Fegression Tree

(CART(Shafila G A, 202)
Model Evaluation

At the evaluation stage, the extreme gradient boosting algarithm medel 15 tested from the
results of malung the traning model using test data To find out the petformance of the maodel
that has been made, it will then be evaluated using the classification repert, confusion matns,

zgboosttree and zgboost logless
1. Canfuysion Matrix

Confusion Matrix basically provides information on the comparison of the classtfieationresults
performed by the model with the actual classification results, Confusion Matriz 12 a matriz
table that describes the performance of the classification model on a set of test data whosze
actual values are known (Kristiawan, et al. 2021)

Tabel 1. Contusion Idatrizx

Predicted (00 Predicted (1) |
Actual (0) True Megative ('THT) False Positive (FP)
Actual (1) | False Megative (FIT) True Positive (TE)

2 Learning Curves
& learming curwe 1soa plot that shows fime or expertence on the z-amsz and learming or
improvement on the y-ams learning curves are vsed to diaghose overfitting behawor of a

maodel that can be addressed by tuning the hypetparameters of the model(Jason Brownlee,



2021). there arethres common dynamic observe in learning curves; follow as: Underfir; Gwerfit

atd Goodfit

3 ROCand ATC Curve

An evaluation metric used to measure the performance of classification madels, this metric
focuses on the model's ability to-distiigmish between posttive and negative classes with respect
to the trada-off between the True Fositive Rate (TPE) and the False Fositive Eate (FPR). The
RO purve 15 made based on the walue that has been obtained from the caloulation with the
confusion matriz, which 13 between the False Fositive Eate and True Poative Eate (Danang
DwiHugroho, 20200, ATIC is used to calculate the arsa under the EOC curve, The ATIC walue
can be calculated by adding the traperoidal area of the AUC measure with the ATUC walue
between 0 and 1 Ifthe ATIC value iz closer to 1, thesbetter the model will be in classifying the
data(Dian Tra Wilnjeng, etal. 2025) ATC values ean be dimded into five categories as follows:

Table 2. Gategory and walues of ATIC

ATC Values AUC Category
0.50-1.00 | Exeellent Classification
(.80 - 080 Good Classification
070 - 080 Fair Clagaification
0.60 - 0.70 TPoor Classification
(.50 - 0.60 ' Falure |

Visualization of Prediction Results

Wisualization of prediction results, at this stage will display the prediction results in the form
of time séries forecasting for one of'the most influential ISP parameters. parameter based on

teature tmportance

RESULT
Massification Report and Learning Curves

This model evaluation i assessed based on the accuracy, recall, and f-measure levels, This
model evaluation 15 carried out based on the results of each label Fom the Eategory ISP
column Each accuracy, recall, and f-measure value obtained in the previous stage will be
descrtbed i the form of a comparison table between the three sets of data properttons. Table 1

shows the classification report comparisan results from each data proportisn,



Table 1. Performancs rasults of each data proportion.

Splitting Data | Accuracy Regall F-1 Score | Ayg AUC
70:30 | 98% 946 | 950 | 092
80:20 98% 990, 9904 0.91
Q10 2204 S5G S904 091

The model was evaluated using three different data splitting strategies: 70:30, 80:20, and 50; 10,
Actoss these splits, the model consistently demonstrated hugh performance, a5 indicated by the
Accutacy, Eecall, F-1 Score, and Average ATC metrics. When the data was split 7030, the
model achieved anaccuracy of 98%, with a recall of 94%, anF-1 Score of 95%, and an awverage
ATC of .92 As the test set size decreased in the 80:20 sphit, the recall improved significantly
to 99%, and both the F-1 Score and Accuracy remawned at 99%, with a shghtly lower average
ATC 68 0.91. A similar trend was observed in the 3010 split, where the model's accuracy,
recall, and F-1 Score were all at 99% with theeaverage ATIT rematning at 091 These results
suggest that the model's performance dg robust afross different data splitting ratias, with
consistently high accuracy and recall Theslight vanation mn the Average ATUC may reflect
minor Fluctuations in the model's ability to digtingpich between glasses as the fest set size

decreases, but overall, the model maintains strong predietive power

Based on the resnlts of table 1, 1t shows that there has been anandication of overbitting in each
proportion of the data We plotted the XGEBoost log loss against the X GBoost performance

results to see the patterns that occur 1 the trawn and test data,

pilank |Lisghey

]

Figure 1{a) Logloss Data Propertion 70030 Figure 1(h) Logless Data Proportion 80:20



Figure 1(c) Logloss Data Proportion 5010

The small gap between training and testing Loglozs indicates that the model can generalize
well to uniseen data This indicates that the model is neither underfitting (where the two curves
will behghand far apart) mor overfitting (where the frarrung curve will be much lower than
the testing curve)(L.II Patel et al, 20213 with thus that the performance results at each

proportion tntable 1 are good performance resultsor can be called goodﬁtt:tng.

C onfusion Matrix

Confusion matrix 15 a method that can be used to measurs the performance of a classification
method and Ceonfusion matriz contams mnfermation fhat cémpares the classificabon results

pertormed by the system to measurs afs accuracy{Rﬁ Sruth, 2021) The following are the

results of the confusion matriz on each proportion of data
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Figure 2(c) Confusion Matrix Data 90:10

Figure Z(a), Figure 2(b) and Figure 2(c) show that the model performs well on classes 0 and 1
with a high number of correet predictions. The biottom right side of the matriz (classes 2, 3,
and 4) has fewer ohservations, indicating éither underrepresentation of these classes in the
dataset or less accurate predictions by the model Misclassification cccurs mostly between

classes 0 and 1 and shightly between clagses 2 and 2.

ROC-AUC Curves

Here 15 a companson of the curwes of the three sets of data diwiston that have been modeled

Figure 3(a) EOC Curve Data 70320 Figure 3(h) EOC Curve Data 8020
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Figure 3(c) EOC Curve Data 90:10

Figures 3(a), 3(b) and 3(c) show the BOC curve that describes the test data and training data
From the curve, the value of Ated Tnder the Curve (ATIC) 15 obtained, which 18 the area under
the ROC curve The AUC walue for the 70:30 data proportion is 0.92, the ATC walue for the
80:20 data proportion 15 0.91 and the ATC walue for the 30:10 data proportron 15 0.91, These
three sets of data diwision can be concluded that the classification results obtained are good

categories.
Feature Importance

In general, Feature Importance provides awalue that mdicates how valuable or
impactiul each Feature i in the stages of creating a bossted decision tree model The more
inputs used to make the decision key with the decision tree, the gher the relative importance
level(Iehwanul Muslim Karo Kare, 2020). Bazed on the results of the imipertance feature on
the Falembang City I3PT dataset, the P2 5 parameter has a significant impact on the model
used to predict each wariable, In the prediction resultsin the application of the XGBoost

algorithm, it can be seen that P25 has a sigmificant influence on the prediction results,

Faalure impanance

L' 2310

PRl — | 0 )

Fonlumes

T ——— 1 |
=10
1&0L0

F scom

Figured. Eesult of Feature Importance



Visualization of ISPU parameter prediction results

WVisualization of prediction results, at this stage will display the prediction results in the form
of time seties forecasting for one of the most influential ISP parameters based on feature

inportance

| i
i Iill*hllll' W-IIMI.%EHIHN.U«.!.JILJ;."

Figure5 Merge M2 5 dataset and forecast results

It can be seen that the ISP value ofthe PM2 5 parameterthroughout 2023 gets an ISP value
between 201-300 and an ISPT walue of mord than 301+ which is where the air quality
condittons 1 Palembang city have had a sigmficant negative impact on a number of exposed
population segments and require rapid handling Eased on the results of the prediction of ISET
on the P25 parameter for the next three years, 1t shows that the ISP walue of the P25
parameter 15 at a value between the values of 51-100 and the value between 101-200 which 1s
where the awrconditions an Palembang City when the ISPT wvalue 43 between 101-200 that 15

detrimental and cauzes insignificant negative impacts oft human, antmal and plant health

CONCLUSION

From the results and discussion that has been described, it 15 concluded from the analysis of
the accuracy lewel of TEPTT atr quality pradiction in Palembang City using the Extreme Gradient
Boosting algorithm method The accuracy result for the proportion of 70:30 data 15 98%, the
recall value 13 54%, the F-1 Scors value 1z 85% and the average ATUC walue 15 .92 The
accuracy result for the proportion of 80020 data 15 98%, the recall value 15 29%, the F-1 Scare
value 15 99% and the average ATIC walue 15 .91 The accuracy result for the 80:10 data
propartion 15 99% the recall value 15°99%, the F-1 Score value i5°99% and the average ATC
valueis 0.91 The performance results i each data proportion do not oceur overfitting and

produce goodfitting Feature Importance 1 this dataset 12 PW2 5 which gets the highest value

15



among other ISPT parameters which means that P32 5 has a sigmificant influence on the

prediction maodeling results,
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